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Abstract: Health-related quality of life (HRQolL) is emerging as an important endpoint in managing cancer patients. Physical, psychological, lifestyle and social parameters, such as

perceived family and social support, may provide guidance on how to approach and manage the individual patient. Several HRQoL questionnaires are available, and/or can be
developed that assess the quality of life of the patients. An aspect that has not yet been investigated, however, is the existence and detection of causal relationships among the
guestions within such questionnaires. This study aims to assess the ability to detect cause-effect relationships within this context, by employing different causal structure-learning
algorithms, based on simulated data. To this end, different data setups are considered, involving the total number of hypothetical questions within a HRQoL questionnaire, the number
and complexity of cause-effect relationships, and the number of participants. Addressing this issue may be of potential merit when considering the design and/or selection of a HRQoL
guestionnaire, taking into account sample size limitations, and scientific intuition regarding the underlying causal structure. Since the aforementioned questions may concern, among
else, physical, psychological, lifestyle and social aspects, related to the individual patient, unveiling cause-effect relationships among these questions may aid to improve the
management, and the health-related quality of life of cancer patients.
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Max-Min Parents and Children (MMPC) algorithms, were independently used to
estimate the equivalence class of a directed acyclic graph (DAG) from the
simulated data. To assess the ability of the algorithms to detect cause-effect
relationships in each case (network, n), two metrics were used,

» the Hamming distance between the true and the estimated network,

Figure 2: The mean relative Hamming distance is displayed for the PC (A1, B1), and
MMPC (A2, B2) algorithms across the 8 networks and the number of simulated
participants .
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= 500 o 05 03 T 1 o1 P o Conclusion: It is shown that both algorithms are not capable to efficiently detect
0'03 0'05 0'01 0'03 0'03 0'02 0'04 0'06 the cause-effect relationships among HRQolL questions when the number of
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0'03 0'04 0'01 0'01 0'01 0'01 0'02 0'03 values of n (=500), ensure that both metrics indicate a satisfactory performance.
: ' : ' : : ' : In addition, as expected, the algorithms performed better for the more simple
- ~ networks 1-3. The performance was similar for networks 4-8, indicating that
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